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Abstract— The interpolation based algebraic soft decoding
yields a high decoding performance for Reed-Solomon (RS) codes
with a polynomial-time complexity. Its computationally expensive
interpolation can be facilitated using the module structure. The
desired Gröbner basis can be achieved by reducing the basis of
a module. This paper proposes the low-complexity Chase (LCC)
decoding algorithm using this module basis reduction (BR)
interpolation technique, namely the LCC-BR algorithm. By iden-
tifying η unreliable symbols, 2η decoding test-vectors will be
formulated. The LCC-BR algorithm first constructs a common
basis which will be shared by the decoding of all test-vectors.
This eliminates the redundant computation in decoding each
test-vector, resulting in a lower decoding complexity and latency.
This paper further proposes the progressive LCC-BR algorithm
that decodes the test-vectors sequentially and terminates once
the maximum-likelihood decision decoding outcome is reached.
Exploiting the difference between the adjacent test-vectors, this
progressive decoding is realized without any additional memory
cost. Complexity analysis shows that the LCC-BR algorithm
yields a lower complexity and latency, especially for high rate
codes, which will be validated by the numerical results.

Index Terms— Basis reduction, low-complexity Chase
decoding, progressive decoding, Reed-Solomon codes.

I. INTRODUCTION

REED-SOLOMON (RS) codes are among the most pop-
ular error-correction codes in data communications and

storage systems. Currently, the Berlekamp-Massey (BM) algo-
rithm [1], [2] is employed in the practical systems due to its
effectiveness. It is a syndrome based decoding that delivers at
most one message candidate. Hence, it is referred as the unique
decoding. Other unique decoding algorithms include the
extended Euclidean algorithm [3] and the Welch-Berlekamp
algorithm [4]. They have the efficient running time but with the
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error-correction capability limited by half of the code’s mini-
mum Hamming distance. Utilizing soft information, the gen-
eralized minimum-distance decoding (GMD) algorithm [5]
declares unreliable symbols as erasures and performs the
error-erasure decoding, while the Chase algorithm [6] mod-
ifies the unreliable symbols and constitutes multiple decoding
events. They both improve the error-correction performance.

In late 90s, breakthrough in correcting errors beyond the
half distance bound was made by Guruswami and Sudan [7].
They proposed an interpolation based algebraic hard-decision
decoding algorithm with a polynomial-time complexity. Later,
Kötter and Vardy [8] introduced the algebraic soft-decision
decoding algorithm by converting the symbol reliability
into the interpolation multiplicity. However, their complexity
remains high due to the construction of the interpolation
polynomial, which can be realized using Kötter’s iterative
polynomial construction algorithm [9]. Another interpolation
approach is based on the concept of Gröbner basis of a
module [10]. It first constructs a polynomial basis of a module
which satisfies all interpolation constraints, and then reduces
the basis into a Gröbner basis for finding the interpolation
polynomial. This technique is called basis reduction (BR).1

The construction of a module basis was introduced in [11].
In particular, Lee and O’Sullivan proposed the explicit basis
construction for the modules of the Guruswami-Sudan (GS)
and the Kötter-Vardy (KV) algorithms in [12] and [13], respec-
tively. There exist several efficient approaches [14]–[16] to
realize the basis reduction process. The interpolation step can
be transformed to a specific instance of M-Padé approximation
and tackled by the fast matrix computation [17]–[19]. Besides,
the interpolation problem can also be reformulated into a
system of linear equations and solved by the structured linear
algebra [20]–[22], among which the algorithm of [22] exhibits
the best complexity characteristics.

Several techniques have been proposed to reduce the alge-
braic decoding complexity, such as the re-encoding transform
[23]–[26] and the progressive interpolation [27]–[29]. The for-
mer approach was applied in Kötter’s interpolation [23], [24]

1In our earlier publications, we named this technique module minimization
(MM). However, during the revision, a more subtle consideration for the
decoding technique is reached, thanking to one of the reviewers. Note that
what being reduced is the basis of a module. Hence, “basis reduction (BR)”
will be a more appropriate name for this interpolation technique. But for the
sake of consistency, we will continue to use the acronym MM when we refer
to our earlier proposed algorithms. The audience should be aware that both
BR and MM mean the same interpolation technique.
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and the BR (or module minimization (MM) as we used to call)
interpolation [25], [26] for the KV algorithm, respectively. The
latter was introduced in [27]–[29] to adjust the decoding com-
putation to the level of corruption of the received information,
resulting in the decoding complexity being channel depen-
dent. By identifying η unreliable received symbols, the low-
complexity Chase (LCC) decoding algorithm [30] formulates
2η test-vectors and yields a competent decoding performance.
This formulation also enables Kötter’s interpolation to be
performed in a binary-tree expansion manner for all test-
vectors, resulting in a low-complexity feature. By further
arranging the test-vectors such that the adjacent test-vectors
only differ by one symbol, the backward-forward LCC
(BF-LCC) algorithm [31] offers a hardware friendly decod-
ing mechanism. Ordering the 2η test-vectors, the progressive
LCC algorithm [32] decodes the one that is more likely to
yield the intended message. It terminates once the intended
message is decoded [33], yielding a lower complexity when
the received information is less corruptive.

Recently, the MM based algebraic Chase decoding
(ACD-MM) algorithm [34] has been proposed. In contrast
to the LCC algorithm [30], it can perform parallel decoding
for each test-vector, lowering the decoding latency. However,
similarity among the test-vectors has not been fully utilized,
resulting in redundant computation. Addressing this problem,
this paper proposes the BR based LCC (LCC-BR) algorithm
for realizing the low-complexity and low-latency decoding of
RS codes. We will show that the BR interpolation can be
partitioned into the common basis construction and the indi-
vidual basis construction. The former is performed once and
its outcome will be shared by the individual basis construction
for decoding each test-vector, fully eliminating the redundant
computation of decoding all test-vectors. As the channel condi-
tion improves, e.g., the signal-to-noise ratio (SNR) increases,
the received soft information becomes less corruptive. Intu-
itively, fewer test-vectors need to be decoded in retrieving the
intended message. This paper further proposes the progres-
sive LCC-BR algorithm, which decodes the test-vectors in a
sequential manner and terminates once a maximum-likelihood
(ML) codeword is decoded. In comparison with the progres-
sive LCC algorithm [32], the proposal eliminates the need of
memorizing the intermediate decoding information. We will
reveal the low-complexity and low-latency features of the
LCC-BR algorithm. This analysis shows that the BR inter-
polation technique will be more effective for high rate codes.
Numerical results will show that the LCC-BR algorithm yields
a similar complexity as the LCC algorithm [30], but a much
lower decoding latency due to its parallel decoding feature.
Average complexity of the progressive LCC-BR algorithm is
further characterized, unveiling its channel dependent feature.
Simulation results will show the complexity and latency
advantages of the proposed algorithms over the existing
ones.

II. BACKGROUND KNOWLEDGE

This section presents the prerequisites of the paper,
including the RS encoding and the MM based GS
algorithm.

A. RS Encoding

Let Fq = {σ0, σ1, . . . , σq−1} denote the finite field of size q,
and Fq[x] and Fq[x, y] denote the univariate and the bivariate
polynomial rings defined over Fq , respectively. For an (n, k)
RS code with length n = q − 1 and dimension k, message
symbols f0, f1, . . . , fk−1 constitute a message polynomial as

f(x) = f0 + f1x + · · ·+ fk−1x
k−1.

The corresponding codeword c = (c0, c1, . . . , cn−1) can be
generated by

c = (f(α0), f(α1), . . . , f(αn−1)),

where α0, α1, . . . , αn−1 are the n distinct nonzero elements
of Fq.

B. The MM Based GS Algorithm

Let ω = (ω0, ω1, . . . , ωn−1) ∈ F
n
q denote the received

word. The Hamming distance between c and ω is dH(c, ω) =
|{j | cj �= ωj , ∀j}|. Given a polynomial Q(x, y) =∑

a,b Qabx
ayb ∈ Fq[x, y] and a nonnegative integer pair (κ, ι),

the (κ, ι)-Hasse derivative evaluation at one point (αj , ωj) is
defined as [35]

D(αj ,ωj)
κ,ι (Q(x, y)) =

∑
a≥κ,b≥ι

(
a

κ

)(
b

ι

)
Qabα

a−κ
j ωb−ι

j .

If D
(αj ,ωj)
κ,ι (Q(x, y)) = 0, ∀κ + ι < m, Q(x, y) interpolates

the point (αj , ωj) with a multiplicity m. The GS algorithm [7]
first constructs an interpolation polynomial Q(x, y) that passes
through the n points (α0, ω0), (α1, ω1), . . . , (αn−1, ωn−1)
with a multiplicity m. The message polynomial f(x) can be
recovered by finding its y-roots, i.e., Q(x, f(x)) = 0 [36].
Hence, the maximum decoding output list size is determined
by its y-degree, i.e., degy Q. Let l = degy Q denote the
decoding parameter. Note that m ≤ l.

Definition I: Given a bivariate monomial xayb, its (μ, ν)-
weighted degree is degμ,ν xayb = μa + νb. Consequently,
the (μ, ν)-reverse lexicographic (revlex) order is defined as fol-
lows. Given xa1yb1 and xa2yb2 , it is claimed xa1yb1 < xa2yb2 ,
if degμ,ν xa1yb1 < degμ,ν xa2yb2 , or degμ,ν xa1yb1 =
degμ,ν xa2yb2 and b1 < b2.

Definition II: Given Q(x, y) =
∑

a,b Qabx
ayb ∈ Fq[x, y],

if xa′
yb′(Qa′b′ �= 0) is the leading monomial (LM), the (μ, ν)-

weighted degree of Q is degμ,ν Q = degμ,ν xa′
yb′ . Given

two polynomials Q1 and Q2 with LMμ,ν(Q1) = xa′
1yb′1

and LMμ,ν(Q2) = xa′
2yb′2 , respectively, Q1 < Q2 if

LMμ,ν(Q1) < LMμ,ν(Q2).
Consequently, the GS decoding theorem can be introduced.
Theorem 1 [7]: For an (n, k) RS code, let Q ∈ Fq[x, y]

denote a polynomial that interpolates the n points with a
multiplicity m. If m(n − dH(c, ω)) > deg1,k−1 Q(x, y),
Q(x, f(x)) = 0.

The interpolation polynomial Q can be determined by the
MM approach [12]. It first constructs a basis of a mod-
ule, which will then be reduced into a Gröbner basis that
contains Q. The following defines a module M.
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Definition III: The module M is the space of all poly-
nomials over Fq[x, y] that interpolate the n points with a
multiplicity m and have a maximum y-degree l.

Note thatM is a free Fq[x]-module of rank l [12]. In order
to generate M, its explicit basis needs to be constructed.
Firstly, two univariate polynomials, namely the module seeds,
are introduced as

G(x) =
n−1∏
j=0

(x− αj) (1)

and

R(x) =
n−1∑
j=0

ωjTj(x), (2)

where

Tj(x) =
n−1∏

j′=0,j′ �=j

x− αj′

αj − αj′

is the Lagrange basis polynomial. It satisfies Tj(αj) = 1
and Tj(αj′ ) = 0, ∀j′ �= j. As a result, R(αj) = ωj, ∀j.
With a multiplicity m and a decoding output list size l, M
can be generated as an Fq[x]-module by the following l + 1
polynomials [12]

Pt(x, y) = G(x)m−t(y −R(x))t, if 0 ≤ t ≤ m, (3)

Pt(x, y) = yt−m(y −R(x))m, if m < t ≤ l. (4)

Let B = {P0(x, y), P1(x, y), . . . , Pl(x, y)} define a polyno-
mial set. Since Pt(αj , ωj) = 0, ∀(t, j) and the total expo-
nent of G(x) and y − R(x) is at least m, each Pt(x, y)
interpolates the n points with a multiplicity m. Furthermore,
degy Pt(x, y) = t ≤ l. Therefore, B spans the module M,
resulting in a basis of M.

Lemma 2 [12]: Given a polynomial Q(x, y) ∈ M, it can
be presented as an Fq[x]-linear combination of Pt(x, y),
i.e., Q(x, y) =

∑l
t=0 pt(x) · Pt(x, y), where pt(x) ∈ Fq[x].

The basis B will be reduced into a Gröbner basis, in which
the minimum candidate is chosen as the interpolation poly-
nomial Q(x, y). The following Lemma describes a simple
criterion to validate a Gröbner basis of a module.

Lemma 3 [12]: Assume that G = {gt ∈ Fq[x, y], 0 ≤ t ≤ l}
is a basis of M. If degy LMμ,ν(gt) �= degy LMμ,ν(gt′), ∀t �=
t′, G is a Gröbner basis of M.

The basis reduction is to perform Fq[x]-linear combi-
nations on the polynomials Pt(x, y) until the y-degree of
all LMμ,ν(Pt) are different. There exist several approaches
for the basis reduction, with an asymptotic complex-
ity of O(ml4n2) [14], O(ml4n log2 n log log n) [15] and
O(m2l2n log3 n log log n) [16], respectively. Despite the lat-
ter two approaches employ fast multiplication, they become
effective only if the polynomial degrees are sufficiently large.
Since this work considers moderate also practical size RS
codes, the polynomial degrees have not reached a level that
can be facilitated. In fact, the re-encoding transform fur-
ther reduces the polynomial degrees into only tens. There-
fore, in this work, we apply the Mulders-Storjohann (MS)
algorithm [14].

III. THE ACD-MM ALGORITHM

This section reviews the ACD-MM algorithm [34], which
can be regarded as a predecessor of our proposals. They adopt
the same test-vectors formulation and re-encoding transform.

A. Test-Vectors Formulation

Assume codeword c is transmitted through a memoryless
channel and r = (r0, r1, . . . , rn−1) ∈ R

n is the received
symbol vector. A reliability matrix Π ∈ R

q×n can be obtained,
whose entries are πij = Pr[cj = σi | rj ],2 where 0 ≤ i ≤
q − 1, 0 ≤ j ≤ n − 1. Let iI

j = arg maxi{πij} and iII
j =

argmaxi,i�=iI
j
{πij} denote the row indices of the largest and

the second largest entries of column j, respectively. The two
most likely decisions for cj are rI

j = σiI
j

and rII
j = σiII

j
. Define

the symbol-wise reliability metric as

γj =
πiI

jj

πiII
jj

,

where γj ∈ (1,∞). The decision is less reliable if γj is
smaller, and vice versa. Sorting γj in a nonincreasing order
yields a new symbol index sequence j0, j1, . . . , jn−1 that indi-
cates γj0 ≥ γj1 ≥ · · · ≥ γjn−1 . Let Θ = {j0, j1, . . . , jn−η−1}
denote the index set of the n − η most reliable symbols. Its
complementary set is Θc = {jn−η, jn−η+1, . . . , jn−1}. Since
there are two decisions for each of the η unreliable symbols, 2η

test-vectors will be formulated. Consequently, all test-vectors
can be written as

ru = (r(u)
j0

, r
(u)
j1

, . . . , r
(u)
jn−η−1

, r
(u)
jn−η

, . . . , r
(u)
jn−1

), (5)

where u = 1, 2, . . . , 2η is the test-vector index and

r
(u)
j =

{
rI
j , if j ∈ Θ,

rI
j or rII

j , if j ∈ Θc.
(6)

Note that the reliability metric can also be defined as either
the smallest bit-wise channel observation or the entropy of
each received symbol. Our research shows that compared
with the above symbol-wise metric, identifying the unreliable
symbols using the bit-wise reliability results in the same
decoding performance, while using the entropy metric shows a
slight performance degradation. One may also consider more
decisions for cj . This will gain performance but with a much
higher decoding complexity. Our research also shows that
initiating more unreliable symbols outweighs making more
decisions for fewer unreliable positions. For the proposed
Chase decoding style, it is important to identify the erroneous
positions and classify them unreliable so that the errors can
be removed by alternating the decisions. Finding a better way
to define the unreliable symbols remains to be our pursuit.

B. Re-Encoding Transform

Re-encoding further transforms the test-vectors [23]. Let
η ≤ n−k to ensure all test-vectors would share at least k com-
mon symbols rI

j0 , r
I
j1 , . . . , r

I
jk−1

. Let Ψ = {j0, j1, . . . , jk−1}
denote the index set of these k most reliable symbols. Hence,

2It is assumed Pr[cj = σi] = 1
q
,∀(i, j).
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Ψc = {jk, jk+1, . . . , jn−1}. Let hj = rI
j , ∀j ∈ Ψ, the code-

word h = (h0, h1, . . . , hn−1) can be generated by Forney’s
erasure-only decoding algorithm [37]. All test-vectors ru are
then transformed by

ru �→ zu : z
(u)
j = r

(u)
j − hj , ∀j. (7)

Consequently, the transformed test-vectors become

zu = (0, 0, . . . , 0, z
(u)
jk

, . . . , z
(u)
jn−1

). (8)

C. Basis Construction and Reduction

For all test-vectors zu, the polynomial (2) is redefined as

Ru(x) =
n−1∑
j=0

z
(u)
j Tj(x). (9)

Since z
(u)
j = 0, ∀j ∈ Ψ,

V (x) =
∏
j∈Ψ

(x− αj) (10)

becomes the GCD for both G(x) of (1) and the above Ru(x).
Therefore, two new module seeds are defined as [34]

G̃(x) =
G(x)
V (x)

=
∏

j∈Ψc

(x− αj) (11)

and

R̃u(x) =
Ru(x)
V (x)

=
∑
j∈Ψc

z
(u)
j T̃j(x), (12)

where

T̃j(x) =

∏
j′∈Ψc,j′ �=j(x− αj′ )∏n−1
j′=0,j′ �=j(αj − αj′ )

.

Now the isomorphic module M̃u for each test-vector zu can
be generated by

P̃t(x, y) = G̃(x)m−t(y − R̃u(x))t, if 0 ≤ t ≤ m, (13)

P̃t(x, y) = (yV (x))t−m(y − R̃u(x))m, if m < t ≤ l.

(14)

They form a basis B̃u of M̃u, which will be reduced into
a Gröbner basis for finding the interpolation polynomial
Qu(x, y) and recovering the message [34].

IV. THE LCC-BR ALGORITHM

This section introduces the LCC-BR algorithm, in which
we set m = l = 1. Under this configuration, the MS
algorithm is equivalent to the conventional extended Euclidean
algorithm [3], which will be shown in Remark 1. For high
rate RS codes, increasing m (or l) cannot improve the
error-correction capability of each Chase decoding event.
Since high rate codes are more preferable in practice, set-
ting m = l = 1 does not limit the proposed algorithms’
error-correction capability in action. The LCC-BR algorithm
consists of test-vectors formulation, re-encoding transform,
common basis construction and individual basis construction.
In particular, the first two steps are the same as the ACD-MM
algorithm [34]. Hence, we begin with introducing the common
basis construction.

Fig. 1. Index sets of the LCC-BR algorithm.

A. Common Basis Construction

From (6), it can be observed that the common interpolation
points of the 2η test-vectors are (αj , r

I
j), ∀j ∈ Θ. After the

re-encoding transform, they become (αj , z
I
j), where zI

j =
rI
j − hj . Note that zI

j = 0, ∀j ∈ Ψ. Let Ψ′ = Ψc \
Θc = {jk, jk+1, . . . , jn−η−1}. For convenience, the above
mentioned index sets are illustrated in Fig. 1. We define a
common test-vector

z0 = (z(0)
0 , z

(0)
1 , . . . , z

(0)
n−1), (15)

where z
(0)
j = zI

j , ∀j ∈ Ψ′ and z
(0)
j = 0, ∀j ∈ Ψ ∪ Θc. Since

m = l = 1, the module generators (13) and (14) defined by
z0 can be simplified into

P̃0,0(x, y) = G̃(x), (16)

P̃0,1(x, y) = y − R̃0(x), (17)

where

R̃0(x) =
∑
j∈Ψc

z
(0)
j T̃j(x) =

∑
j∈Ψ′

z
(0)
j T̃j(x).

The above two polynomials generate an isomorphic module
M̃0 for the points (αj , z

(0)
j ), ∀j ∈ Ψ′, forming the common

basis B̃0. The MS algorithm [14] that performs Fq[x]-linear
combination will reduce B̃0 into a Gröbner basis B̃′

0, where
its entries are denoted as P̃ ′

0,0(x, y) and P̃ ′
0,1(x, y). Based on

Lemma 2, they can be written as

P̃ ′
0,0(x, y) = p00(x)G̃(x) + p01(x)(y − R̃0(x)), (18)

P̃ ′
0,1(x, y) = p10(x)G̃(x) + p11(x)(y − R̃0(x)), (19)

where p00(x), p01(x), p10(x), p11(x) ∈ Fq[x]. With the
re-encoding transform, polynomials are organized by the
(1,−1)-revlex order [24]. Based on Lemma 3, we have
degy LM1,−1(P̃ ′

0,0(x, y)) �= degy LM1,−1(P̃ ′
0,1(x, y)). These

two polynomials will be utilized by the following 2η individual
basis constructions.

Remark 1: When m = l = 1, the MS algorithm is
equivalent to the extended Euclidean algorithm [3]. Assume
that

g0(x, y) = g
(0)
0 (x) + g

(1)
0 (x)y

g1(x, y) = g
(0)
1 (x) + g

(1)
1 (x)y

generate the moduleM. Further assume that g0(x, y) has the
leading term (LT) in g

(0)
0 (x) and deg g

(0)
0 (x) > deg g

(0)
1 (x).

If g1(x, y) also has the leading term in g
(0)
1 (x), then
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B = {g0(x, y), g1(x, y)} is not a Gröbner basis. For the MS
algorithm [14], it will perform

g0(x, y)← g0(x, y)− LT(g(0)
0 (x))

LT(g(0)
1 (x))

g1(x, y)

to update g0(x, y). This update is equivalent to calculating

g
(0)
0 (x) = q̃(x)g(0)

1 (x) + r̃(x),

where deg r̃(x) < deg g
(0)
1 (x), and updating g0(x, y) by

g0(x, y) ← g0(x, y)− q̃(x)g1(x, y)

= r̃(x) + (g(1)
0 (x) − q̃(x)g(1)

1 (x))y,

i.e., g
(0)
0 (x) ← r̃(x) and g

(1)
0 (x) ← (g(1)

0 (x) − q̃(x)g(1)
1 (x)).

Note that r̃(x) and q̃(x) can be calculated by the extended
Euclidean algorithm [3]. Therefore, the MS algorithm is
equivalent to the extended Euclidean algorithm in solving the
basis reduction problem of our work. Their complexity would
also be the same if the calculation of r̃(x) and q̃(x) uses the
naive polynomial division. When their degrees are sufficiently
large, a fast extended Euclidean algorithm based on the divide-
and-conquer concept can be used to facilitate the process [38].

B. Individual Basis Construction

Based on B̃′
0, the BR interpolation will be completed by

performing the individual basis construction and reduction for
each transformed test-vector zu. Since z

(u)
j = z

(0)
j , ∀j ∈ Ψ′,

and Ψc = Ψ′ ∪Θc, the polynomial (12) can be rewritten as

R̃u(x) = R̃0(x) + Υ̃u(x),

where

Υ̃u(x) =
∑
j∈Θc

z
(u)
j T̃j(x).

Therefore, based on (18) and (19), for each test-vector zu,
we have

P̃u,t(x, y) = pt0(x)G̃(x) + pt1(x)(y − R̃u(x))
= pt0(x)G̃(x) + pt1(x)(y − R̃0(x) − Υ̃u(x))
= P̃ ′

0,t(x, y)− pt1(x)Υ̃u(x), (20)

where t = 0, 1. Polynomials P̃u,0(x, y) and P̃u,1(x, y) form
the basis B̃u. It can be seen that all B̃u are constructed
using the previously reduced common basis B̃′

0, eliminating
the redundant computation in decoding all test-vectors. After-
wards, the MS algorithm will reduce each basis B̃u into its
Gröbner basis B̃′

u which contains P̃ ′
u,0(x, y) and P̃ ′

u,1(x, y).
Determine Q̃u(x, y) by

Q̃u(x, y) = min{P̃ ′
u,0(x, y), P̃ ′

u,1(x, y)}. (21)

Since Q̃u(x, y) = Q̃
(0)
u (x) + Q̃

(1)
u (x)y, it can be restored into

the interpolation polynomial Qu(x, y) by

Qu(x, y) = V (x)Q̃(0)
u (x) + Q̃(1)

u (x)y. (22)

Note that Qu(x, y) interpolates the points (α0, z
(u)
0 ),

(α1, z
(u)
1 ), . . . , (αn−1, z

(u)
n−1) with a multiplicity of one. If the

decoding estimation f̃u(x) satisfies Qu(x, f̃u(x)) = 0, i.e.,

Qu(x, f̃u(x)) = V (x)Q̃(0)
u (x) + Q̃(1)

u (x)f̃u(x) = 0, (23)

Algorithm 1 The LCC-BR Algorithm
Input: Π, η;
Output: f̂u(x);

1: Formulate 2η test-vectors ru as in (5);
2: Perform the re-encoding transform to yield zu as in (8);
3: Construct B̃0 as in (16) (17) and reduce it into B̃′

0;
4: For each transformed test-vector zu do
5: Construct B̃u as in (20);
6: Perform the MS algorithm to reduce B̃u into B̃′

u;
7: Determine Qu(x, y) as in (21) (22);
8: Decode f̃u(x) as in (24) and estimate f̂u(x);
9: End for

f̃u(x) can be determined by

f̃u(x) = −V (x)Q̃(0)
u (x)

Q̃
(1)
u (x)

, (24)

and the estimated codeword is ĉu = (ĉ(u)
0 , ĉ

(u)
1 , . . . , ĉ

(u)
n−1),

where ĉ
(u)
j = f̃u(αj) + hj , ∀j. Its corresponding message

polynomial f̂u(x) can be determined by the following discrete
Fourier transform (DFT) [39]. By presenting ĉu as ĉu(x) =
ĉ
(u)
0 + ĉ

(u)
1 x+ · · ·+ ĉ

(u)
n−1x

n−1, the coefficients of the estimated

message polynomial f̂u(x) = f̂
(u)
0 + f̂

(u)
1 x + · · ·+ f̂

(u)
n−1x

n−1

can be determined by f̂
(u)
j = n−1 · ĉu(α−1

j ), ∀j. Note that

n−1 = 1 in the binary extension field and f̂
(u)
j = 0

for k ≤ j ≤ n − 1. If V (x)Q̃(0)
u (x) cannot be divided

by Q̃
(1)
u (x), the decoding of the test-vector zu fails. After

decoding all 2η test-vectors, the message f̂u(x) whose corre-
sponding codeword ĉu yields the minimum Euclidean distance
(after modulation) to the received symbol vector r will be
chosen as the output. The LCC-BR algorithm is summarized
in Algorithm 1.

Unlike the LCC algorithm [30], the LCC-BR algorithm can
perform the decoding for each test-vector in parallel, offering a
low decoding latency. Furthermore, Fig. 2 shows the difference
between the ACD-MM [34] and the LCC-BR algorithms.
It can be seen that the proposed LCC-BR algorithm improves
upon the existing ACD-MM algorithm by utilizing the sim-
ilarity among all 2η test-vectors to eliminate the redundant
computation in the basis construction and reduction.

V. THE PROGRESSIVE LCC-BR ALGORITHM

The above description shows the LCC-BR algorithm needs
to decode 2η test-vectors. However, if the channel condition
improves, the received information becomes less corruptive.
It will not be necessary to decode all test-vectors since
the intended message can be decoded by processing fewer
test-vectors. Therefore, we design the progressive LCC-BR
algorithm, in which the test-vectors are decoded in a sequential
manner. Once the intended message is decoded, the decoding
terminates. During the progressive decoding, the BR inter-
polation results of the current test-vector is utilized by the
following test-vector, saving the decoding computation. Unlike
the progressive LCC algorithm [32], the proposed algorithm
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Fig. 2. Diagram of the ACD-MM and the LCC-BR algorithms.

does not have additional memory requirement. The progressive
decoding will first sort the test-vectors such that the one with
a higher potential of yielding the intended message will be
decoded earlier [32].

A. Ordering of Test-Vectors

Given a test-vector ru = (r(u)
0 , r

(u)
1 , . . . , r

(u)
n−1), its reliabil-

ity can be defined as [32]

Ωu =
n−1∏
j=0

π
i
(u)
j j

,

where i
(u)
j = index{σi | σi = r

(u)
j }. A test-vector with a

larger Ωu value is regarded to be more reliable and it should
be decoded earlier. Since all test-vectors share the common
symbols rI

j , where j ∈ Θ, the reliability function can be further
simplified into

Ω̃u =
∏

j∈Θc

π
i
(u)
j j

. (25)

By sorting the reliability of 2η test-vectors in a descending
order, a refreshed index sequence u1, u2, . . . , u2η can be
yielded, which indicates Ω̃u1 > Ω̃u2 > · · · > Ω̃u2η . Note
that the first decoded test-vector is the hard-decision received
word, i.e., ru1

= ω. The progressive algorithm will decode
the test-vectors sequentially until a codeword that satisfies the
ML criterion [33] is found. It has been shown in [32] that
such an ordering enables the decoding to be terminated earlier,
minimizing the message recovery complexity.

B. The Algorithm

Let Λuτ = {j | z
(uτ )
j �= z

(uτ+1)
j , j ∈ Θc} denote the

index set of the different symbols between zuτ
and zuτ+1

,

where τ = 1, 2, . . . , 2η. Note that Λu2η = ∅. Since z
(uτ )
j −

z
(uτ+1)
j = (r(uτ )

j − hj) − (r(uτ+1)
j − hj) = r

(uτ )
j − r

(uτ+1)
j ,

∀j, z
(uτ )
j �= z

(uτ+1)
j implies r

(uτ )
j �= r

(uτ+1)
j . Therefore, Λuτ

can also be denoted as

Λuτ = {j | r(uτ )
j �= r

(uτ+1)
j , j ∈ Θc}. (26)

The progressive LCC-BR algorithm is described as follows.
Unlike the LCC-BR algorithm, the common basis does not
need to be constructed. At the beginning, a basis B̃u1 for the
test-vector zu1

will be constructed by

P̃u1,0(x, y) = G̃(x), (27)

P̃u1,1(x, y) = y − R̃u1(x). (28)

The MS algorithm will reduce B̃u1 into a Gröbner basis B̃′
u1

which contains the polynomials P̃ ′
u1,0(x, y) and P̃ ′

u1,1(x, y).
The minimum one will be chosen as Q̃u1(x, y). The estimated
message f̂u1(x) can be determined as in (24) and the DFT.
If its corresponding codeword ĉu1

satisfies the ML criterion
[33], the decoding terminates and outputs f̂u1(x). Otherwise,
the decoding continues to decode the test-vector zu2

. Based
on Lemma 2, the polynomials P̃ ′

u1,0(x, y) and P̃ ′
u1,1(x, y) can

be written as

P̃ ′
u1,0(x, y) = pu1,00(x)G̃(x) + pu1,01(x)(y − R̃u1(x)),

P̃ ′
u1,1(x, y) = pu1,10(x)G̃(x) + pu1,11(x)(y − R̃u1(x)),

where pu1,00(x), pu1,01(x), pu1,10(x), pu1,11(x) ∈ Fq[x]. The
difference between zu1

and zu2
is used to formulate the

polynomial R̃u2(x) as

R̃u2(x) = R̃u1(x) + Wu1(x),

where Wu1(x) =
∑

j∈Λu1
(z(u2)

j − z
(u1)
j )T̃j(x) =∑

j∈Λu1
(r(u2)

j − r
(u1)
j )T̃j(x). A basis B̃u2 for the test-vector

zu2
can be constructed by

P̃u2,t(x, y)
= pu1,t0(x)G̃(x) + pu1,t1(x)(y − R̃u2(x))
= pu1,t0(x)G̃(x) + pu1,t1(x)(y − R̃u1(x) −Wu1(x))
= P̃ ′

u1,t(x, y)− pu1,t1(x)Wu1 (x),

where t = 0, 1. It can be seen that the polynomials P̃u2,0(x, y)
and P̃u2,1(x, y) are constructed based on P̃ ′

u1,0(x, y) and
P̃ ′

u1,1(x, y). Moreover, the re-encoding transform should only
be performed for the test-vector ru1

. The basis of other
test-vectors does not rely on their transform as Wu1(x) indi-
cates. The MS algorithm reduces B̃u2 into a Gröbner basis
B̃′

u2
in which the minimum candidate will be restored into the

interpolation polynomial Qu2(x, y).
In general, if the ML codeword cannot be retrieved from

decoding the test-vector zuτ−1
(τ ≥ 2), the next test-vector

zuτ
needs to be decoded. Based on the above derivation,

a basis B̃uτ for zuτ
can be constructed by

P̃uτ ,0(x, y) = P̃ ′
uτ−1,0(x, y)− puτ−1,01(x)Wuτ−1 (x), (29)

P̃uτ ,1(x, y) = P̃ ′
uτ−1,1(x, y)− puτ−1,11(x)Wuτ−1 (x), (30)

where P̃ ′
uτ−1,0(x, y), P̃ ′

uτ−1,1(x, y), puτ−1,01(x) and
puτ−1,11(x) are obtained from the decoding of zuτ−1

,
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and

Wuτ−1(x) =
∑

j∈Λuτ−1

(z(uτ )
j − z

(uτ−1)
j )T̃j(x)

=
∑

j∈Λuτ−1

(r(uτ )
j − r

(uτ−1)
j )T̃j(x). (31)

The MS algorithm will reduce B̃uτ into its Gröbner basis
B̃′

uτ
, in which the minimum candidate will be restored as

in (22) and its y-root is determined as in (24). If it produces
a codeword ĉuτ

that satisfies the ML criterion, the decoding
will terminate and output the estimated message f̂uτ (x).
Otherwise, the decoding continues to decode the test-vector
zuτ+1

. If the decoding of all 2η test-vectors cannot produce
an ML codeword, the decoding terminates with a failure.

Remark 2: Equations (28) and (31) reveal that the
re-encoding transform only needs to be performed once on
the test-vector ru1

.
Remark 3: It can be observed from (29) and (30) that the

progressive LCC-BR algorithm does not need to memorize the
intermediate decoding information, eliminating the memory
cost of the original progressive algorithm [32].

VI. DECODING COMPLEXITY AND LATENCY

This section analyzes the decoding complexity and latency
of the proposed algorithms. They are measured as the number
of finite field multiplications3 and the running time required
to decode a codeword, respectively.

A. The LCC-BR Algorithm

Based on the above descriptions, the LCC-BR algorithm
includes re-encoding transform, common basis construction,
individual basis construction and root-finding. Their complex-
ity are denoted as Cre, Ccom, Cind and Crf, respectively. They
will be characterized so that an overview of the algorithms
complexity can be obtained.

Lemma 4 [30]: Complexity of the re-encoding transform is
Cre = 4(n− k)2.

Lemma 5: Complexity of the common basis construction is
Ccom = 1

2 (n− k)2(n− k + 7).
Proof: The common basis construction complexity is

measured by the number of multiplications in computing
the generators (16) and (17), and the Gröbner basis B′

0.
As |Ψc| = n−k, computing G̃(x) requires 1

2 (n−k)(n−k+1)
multiplications. Note that there are n − k polynomials T̃j(x)
and computing each one requires 1

2 (n − k)(n − k − 1)
multiplications. Hence, the multiplications in computing all
T̃j(x) are 1

2 (n − k)2(n − k − 1). Since |Ψ′| = n − k − η

and deg T̃j(x) = n−k−1, further computing R̃0(x) requires
(n−k−1)(n−k−η) multiplications. The MS algorithm needs
at most (n−k+1) Fq[x]-linear combinations to reduce B0 into
B′

0 [28]. Since deg G̃(x) = n−k and deg R̃0(x) = n−k−1,
the common basis reduction requires at most 2(n−k)(n−k+1)
multiplications. With η ≤ n − k, the above analysis shows

3Finite field multiplications dominate the computation in the decoding.

TABLE I

THE LCC-BR COMPLEXITY IN DECODING VARIOUS RS CODES

that complexity of the common basis construction can be
approximated to Ccom = 1

2 (n− k)2(n− k + 7).
Note that with the re-encoding transform, the index set

Ψc varies in each decoding event. Therefore, G̃(x) and all
T̃j(x) cannot be computed offline. The above two steps of
re-encoding transform and common basis construction are
performed once, producing an outcome shared by all 2η test-
vectors.

Lemma 6: Complexity of the individual basis construction
is Cind = 2η · 5(n− k)2.

Proof: The individual basis construction complexity is
determined by the complexity in computing the generators (20)
and the Gröbner basis B′

u. Since |Θc| = η, computing Υ̃u(x)
requires η(n − k − 1) multiplications. Since deg p01(x) ≤
1
2 (n−k), deg p11(x) ≤ 1

2 (n−k) and deg Υ̃u(x) = n−k−1,
computing the polynomials P̃u,0(x, y) and P̃u,1(x, y) requires
at most 1

2 (n−k)(n−k−1) ·2 = (n−k)(n−k−1) multipli-
cations. Furthermore, since degx P̃u,0(x, y) ≤ 3

2 (n − k) and
degx P̃u,1(x, y) ≤ 3

2 (n − k), the individual basis reduction
requires at most 3(n− k +1)(n− k) multiplications. With 2η

test-vectors, complexity of the individual basis construction
can be approximated to Cind = 2η · 5(n− k)2.

Lemma 7: Complexity of the root-finding is Crf = 2η ·
k(n− k).

Proof: The root-finding complexity is determined by the
complexity in computing (24). Since deg V (x) = k and
deg Q̃

(0)
u (x) ≤ 1

2 (n − k), computing V (x)Q̃(0)
u (x) requires

1
2k(n−k) multiplications. Since deg V (x)Q̃(0)

u (x) ≤ 1
2 (n+k),

the division between V (x)Q̃(0)
u (x) and Q̃

(1)
u (x) requires at

most k(1
2 (n − k) + 1) multiplications. Therefore, complex-

ity of the root-finding can be approximated to Crf = 2η ·
k(n− k).

The above complexity characterizations show that the over-
all complexity of the LCC-BR algorithm is CLCC-BR = Cre +
Ccom + Cind + Crf. When η is sufficiently large, the LCC-BR
complexity is dominated by the individual basis construction
and the root-finding. Asymptotically, it is O(2η(n−k)2). Oth-
erwise, it will be dominated by the common basis construction
with an asymptotic characterization of O((n − k)3). These
asymptotic characterizations show that the LCC-BR algorithm
will be more effective for high rate codes. Table I shows
our numerical results in decoding various RS codes. They
were obtained by simulating the LCC-BR algorithm, during
which the average number of finite field multiplications in
decoding a codeword is measured. We verify our analysis by
seeing whether the simulation results yield the same magnitude
as the analytical expressions. For example, when η = 6,
the analytical complexity is CLCC-BR = 4.15 × 105 for the
(63, 31) RS code, while the simulation shows 2.44 × 105.
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TABLE II

COMPLEXITY COMPARISON IN DECODING THE (63, 47) RS CODE

Their discrepancy comes from the fact that we only consider
the dominant terms in the analytical expressions. Table I also
shows that the LCC-BR algorithm yields a lower complexity
for high rate codes, which will be more welcome in practice.

Table II compares the complexity of the LCC-BR algorithm
with several existing Chase decoding algorithms. The (63, 47)
RS code was used. Note that all Chase decoding algorithms
employ the same test-vectors formulation. Both the LCC [30]
and the BF-LCC [31] algorithms employ Kötter’s interpola-
tion. It can be seen that the complexity of all algorithms
have the same magnitude, where the LCC-BR algorithm has a
lower complexity than the BF-LCC algorithm. By eliminating
the redundant BR computation of the ACD-MM algorithm,
the proposed LCC-BR algorithm yields a lower complex-
ity. It can also be seen that the LCC-BR algorithm has a
slightly higher complexity than the LCC algorithm. Despite
the BR interpolation is less complex than Kötter’s interpo-
lation, the LCC algorithm performs the interpolation of all
test-vectors in a binary-tree growing fashion, granting it a
low-complexity feature. However, the LCC-BR algorithm has
a significant advantage in decoding latency, which is shown
below.

Since the LCC-BR algorithm can perform its individual
basis construction and root-finding in parallel, the re-encoding
transform and the common basis construction dominate the
running time. Therefore, its decoding latency does not vary
remarkably with different η values and it will be defined
by that of decoding a single test-vector. Lemmas 4 and 5
show that high rate codes have a lower LCC-BR decoding
complexity. Table III shows the complexity and latency (in
ms) in decoding two RS codes defined over F256. These results
were obtained by simulating the algorithms in C based on the
Intel core i5-4260U CPU and the macOS mojave operating
platform. For the rate half (255, 127) RS code, the LCC and
the BF-LCC algorithms yield a lower complexity than the
LCC-BR algorithm. The situation reverses in decoding the
(255, 239) RS code. In contrast to the LCC-BR algorithm,
running time of the LCC and the BF-LCC algorithms increase
as the η value enlarges. The LCC-BR algorithm maintains a
rather stable latency thanks to its parallel decoding feature.
Table III also shows that the LCC-BR decoding latency of the
(255, 239) RS code is smaller than that of the (255, 127)
RS code, validating its effectiveness for high rate codes.
In comparison with the LCC and the BF-LCC algorithms,
the LCC-BR algorithm shows its advantage on the decoding
latency. Its complexity advantage also emerges for high rate
codes. This again demonstrates the proposal’s practical merit.

B. The Progressive LCC-BR Algorithm

In order to show more insights of the channel dependent
feature of the progressive LCC-BR algorithm, we measure the

Fig. 3. Average number of decoded test-vectors in the progressive decoding.

average decoding complexity over multiple decoding events
at a certain SNR. Let Navg denote the average number of
the decoded test-vectors in each decoding event, the average
complexity of the progressive decoding will be CProg. = Cre +
Ccom + Navg

2η (Cind + Crf). When all decoding events are termi-
nated without producing an ML codeword, i.e., Navg = 2η,
CProg. = CLCC-BR. Therefore, the complexity advantage of the
progressive decoding will become obvious when the channel
condition improves, so that the decoding can be terminated
earlier.

Fig. 3 shows the statistics of Navg in decoding various
RS codes. The results were obtained by running 10 000 decod-
ing events at each SNR over the additive white Gaussian
noise (AWGN) channel using BPSK. As the SNR increases,
fewer test-vectors are decoded, leading to a lower complexity.
With a sufficiently high SNR, most of the decoding events are
terminated with decoding one test-vector, i.e., Navg = 1. The
progressive LCC-BR complexity converges to the minimum
level that is characterized by performing the MM based
GS algorithm.

Table IV further shows the average complexity in decoding
the (63, 47) RS code. For this code, complexity of the BM
and the GMD algorithms are 2.42 × 103 and 2.60 × 104,
respectively. It can be seen that complexity of the progressive
LCC-BR algorithm decreases as the SNR increases. When the
SNR is sufficiently large, e.g., SNR ≥ 6 dB, the progressive
LCC-BR complexity converges to the minimum level that has
the same magnitude as the BM complexity. This convergence
also echoes the results of Fig. 3. Compared with Table II,
the progressive LCC-BR algorithm yields a lower complexity
than the LCC-BR algorithm over the whole spectrum of SNR
due to its early termination feature.

VII. DECODING PERFORMANCE

This section shows the decoding performance of the pro-
posed algorithms. They are measured as the frame error
rate (FER) obtained over the AWGN channel using BPSK.
Note that KV-MM and ReT-KV-MM refer to the KV algorithm
and its re-encoding transformed variant whose interpolation
are realized by the basis reduction approach, respectively.
The Berlekamp [1], Massey [2], and the Guruswami and
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TABLE III

COMPLEXITY AND LATENCY (MS) COMPARISONS BETWEEN THE LCC, THE BF-LCC AND THE LCC-BR ALGORITHMS

TABLE IV

AVERAGE COMPLEXITY OF THE PROGRESSIVE ALGORITHMS IN DECODING THE (63, 47) RS CODE

Fig. 4. Performance of the (63, 47) RS code over the AWGN channel
using BPSK.

Sudan [7] and the generalized minimum-distance decoding [5]
algorithms are denoted as the BM, GS and GMD algorithms,
respectively.

Fig. 4 shows performance of the (63, 47) RS code. Note that
with the same η, the four Chase decoding algorithms, includ-
ing the LCC, the BF-LCC, the ACD-MM and the LCC-BR
algorithms, yield the same performance. This is because they
decode the same test-vectors. As η increases, the LCC-BR
performance can be improved since more test-vectors are
decoded. When η = 10, the LCC-BR algorithm outperforms
the BM and the GMD algorithms with 1.1 dB and 0.7 dB
coding gains at the FER of 10−4, respectively. It should be
pointed out that with the same η, the progressive LCC-BR
algorithm maintains the decoding performance of the
LCC-BR algorithm. This is evidenced by the progressive
LCC-BR performance with η = 6. Revisiting the complexity

results of Tables II and IV, we also know that the progressive
LCC-BR complexity is lower than the LCC-BR complexity.
Fig. 4 also shows performance of the KV-MM algorithm
with a maximum decoding output list size of four and eight,
i.e., l = degy Q(x, y) = 4 and l = 8. With the same
decoding parameter, the progressive KV-MM [29] and the
progressive ReT-KV-MM algorithms [40] achieve the same
decoding performance as the KV-MM algorithm. It can be seen
that the LCC-BR algorithm with η = 4 and η = 6 outperforms
the KV-MM algorithm with l = 4 and l = 8, respec-
tively, demonstrating the proposals’ competent error-correction
feature. In terms of decoding complexity, the worst-case
complexity of the progressive LCC-BR and the progressive
KV-MM algorithms are O(2η(n−k)2) and O(l5n(n−k)) [29],
respectively. When the SNR is small, the progressive algo-
rithms require a large decoding parameter with the preset η
or l being approached. In that case, Table IV shows that the
progressive LCC-BR algorithm will exhibit a lower decoding
complexity than the progressive KV-MM algorithm. When the
SNR is sufficiently large, the three progressive algorithms will
decode the message with the smallest parameter. Their com-
plexity will converge to the minimum level. Table IV shows
that the progressive LCC-BR and the progressive ReT-KV-MM
algorithms converge to a similar complexity level that is
characterized by performing the re-encoding transform based
GS algorithm with m = 1. They yield a lower converging
level than the progressive KV-MM algorithm, thanks to the
effectiveness of the re-encoding transform.

Finally, Fig. 5 shows the decoding performance of the popu-
lar (255, 239) RS code. The LCC-BR performance improves as
η increases and approaches the GMD algorithm when η = 2.
Compared with the BM algorithm, the LCC-BR algorithm
with η = 10 yields the performance gains of 0.8 dB at the FER
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Fig. 5. Performance of the (255, 239) RS code over the AWGN channel
using BPSK.

of 10−4. Fig. 5 also shows that the KV-MM algorithm with
l = 4 has a similar performance as the LCC-BR algorithm
with η = 3. For this code, complexity of the ReT-KV-MM
and the LCC-BR algorithms are 4.70 × 106 and 4.27 × 105,
respectively. This again reveals the complexity advantage of
the proposed LCC-BR algorithm.

VIII. CONCLUSION

This paper has proposed the BR interpolation based LCC
algorithm for RS codes. Based on η unreliable symbols,
2η test-vectors are formulated. The LCC-BR algorithm first
constructs a common basis which is shared by the parallel
decoding of 2η test-vectors. It removes the redundant com-
putation in the BR interpolation and yields a low decoding
latency. The progressive LCC-BR algorithm has been further
proposed to adjust the decoding computation to the quality
of received information. By exploiting the difference between
the adjacent test-vectors, this progressive decoding has been
realized without additional memory cost. Complexity analy-
sis has shown that the LCC-BR algorithm exhibits a lower
decoding complexity and latency for high rate codes, which
has been validated by the numerical results. Simulation results
have shown the complexity and latency advantages of the
proposed algorithms over the existing algorithms. The current
work is limited in the interpolation multiplicity, trading the
error-correction capability of each Chase decoding event for
a lower basis construction complexity. Generalizing the pro-
posed mechanism for larger multiplicities will be considered
in future.
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